Grover Algorithm

Problem: Search some solutions in an unstructured database
Classical: Essential problem

N entries = in average N/2 tests
Quantum Grover algorithm: O(N/2)

Very general since can speed up all classical algorithms using a
search heuristic

Formulation of the problem:
N elements indexed from O to N-1, N=2"
{[x)}, search register, elements repertoried via their index

The search problem admits M solutions

Stolze & Suter 8.4



Grover Algorithm: the Oracle

Key element: the Oracle

1 if x is a solution
€Tr) —
/(@) {O otherwise

Naively: , black box“ recognizing a solution

More precisely: unitary operator acting on a tensor product

O|$>Register‘Q>OracIe = |x>|q D f(il?)>

flips the oracle gbit if x is a solution



Grover Algorithm: the Oracle

Key element: the Oracle

f(x) =

1 if xi1s a solution
0 otherwise

Naively: , black box“ recognizing a solution

More precisely: unitary operator acting on a tensor product

O|$>Register‘Q>OracIe = |$>|C] D f($)>

flips the oracle gbit if x is a solution

Role of the oracle gbit: |g0) = (]0) —|1))1/Vv2
[0 @1) = —lg)
Olz)lao) = (—1)/|x)|qo)

The oracle gbit is unchanged - will be omitted
The oracle marks the solutions to the search problem



Grover Algorithm: principle

Step 1. Initialization of the register: |0)®"

Step 2. Hadamard gate  |¢,) = H®" [0)®" =1/4/N Z N1 |x)

Iteration step: (1) Apply the Oracle O
(2) Apply the Hadamard transformation H®"

(3) Perform a conditional phase shift with all computational

basis states except |0)®" C_

(4) Apply the Hadamard transformation H®"

G = H®'C,H®*" O mitC,=—1+2[0)(0|
= (—H®"1H®" +2 H®"|0) (0|H*") O
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Grover Algorithm: geometrical interpretation

x) Superposition of the non-solutions

o) =

f——§: o))
8) = \/74 Zx: f(z)|x) Superposition of the M solutions

i = e+ 1= o (8) 1oy +sin ()19




Grover Algorithm: geometrical interpretation

) = x))|x) Superposition of the non-solutions
/N — M Z
15) ! g f(x)|z) S ition of the M soluti
= — T)|x uperposition of the M solutions
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Sl = Mo+ \f|ﬁ—cos()|a>+sm()|ﬂ>

Olr) = cos (g) o) — SlIl( ) I5) Relection about the |a) axis

HCrH®Y = Q)| —1) =[]  — (1 —[2)(¥2))
A ) N i ’
18) 4 Projection onto |¢2)  Projection orthogonal to |1)2) |
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Reflection about the |¢,) - axis
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Grover Algorithm: convergence

 The iteration of G corresponds to a rotation of 6.
After k steps:

GX|yr,)= cos ((2k+1) 6/2) |a) + sin ((2k+1)6/2) |B)

e How many iterations are required?

ldea: the obtained state should be almost along |3), since a
measurement would project the state onto a solution

Kiges IS such that (2k.,.,+1)6/2 =m/2

IN
For M/N << 1: K, € o

e What happens if one realizes more iterations?



Grover Algorithm: what did we gain?

e Better scalability: low computational costs

 Two essential questions left

v' How to technical implement an Oracle operator, without
actually solving the search problem?

v How to know the number of solutions to a search problem M
without actually solving it?



Grover Algorithm: what did we gain?

e Better scalability: low computational costs

 Two essential questions left

v' How to technical implement an Oracle operator, without
actually solving the search problem?

Example: Think about the oracle of the factoring problem.

Does it help alone?

v How to know the number of solutions to a search problem M
without actually solving it?

Yes | Quantum Fourier transform. Reformulation of the problem in
terms of the determination of a phase factor.



