
Intelligent Outlier Detection Algorithm 

A harsh environment 



Cases studied 



Cases studied 

• Nominal (anemometer wind speed) 

• Drop-out (anemometer wind speed) 

• Non-stationary (aircraft vertical velocity) 

• Masking (anemometer wind direction) 

• Block (anemometer wind direction) 

• Uniform noise (LIDAR Radial Velocity) 

 

 



IODA 

• Motivated by time-series data collected in 
Juneau Alaska 

• Numerous cases of instrument failures 

• Build a time-series quality control algorithm 
that mimics the humans ability to identify bad 
data 

• Essentially an optimization problem i.e. find 
the largest subset set of points to maximize 
the autocorrelation. 



Motivation 
• A typical approach to QC the data 
might use a Z-statistic and over a 
window of data 
 
• The results depend on the size of the 
window used. 
 
• If most of the data in the window is 
bad then the test will fail.  
 
• A single method will not work on all 
failures 
 
•A multi-resolution technique is 
needed 
 
• Need a framework to easily add new 
failure modes as they are discovered 



IODA 

• Image processing applied to time series data to detect 
changes in auto-correlation 

• Cluster in time and delay space (time-delay 
embedding) 

• Use a decision tree to identify the failure mode 
• Score the data depending on the failure mode and 

“type” of data point 
• R. A. Weekley, R. K. Goodrich, and L. B. Cornman, “An 

Algorithm for Classification and Outlier Detection of 
Time-Series Data,” Journal of Atmospheric and Oceanic 
Technology, vol. 27, no. 1, pp. 94–107, 2010. 

• U.S. Patent Number 6735550 issued May 11, 2004  



Time-delay Embedding 



Density Map (overlapping tiles) 

• Calculate density in 
lag domain with 
overlapping tiles 
 
• normalize by total 
number of points 



Density Map (stacked histograms) 

• Calculate 
histogram of n 
data points 
 
• Overlap moving 
window 
 
• normalize 
histogram by total 
number of points 



Density Cluster from multiple 
thresholds 

• find clusters in 
density maps 
using multiple 
thresholds 
 
• sequence of 
nested coincident 
clusters 



Cluster Graphs (delay space) 

• Construct a graph that 
represents  coincident 
clusters (not necessarily 
binary trees) 
 
• Calculate the convexity of 
the clusters 
 
• Select largest cluster in each 
tree that has a convexity 
above a threshold 
 
• can build a graph of the 
clusters in the time domain 



 Distance Score (delay space) 

• Calculate sample 
deviation of data 
inside optimal lag 
cluster 
 
• calculate score 
based on distance 
from the line y=x 
normalized by the 
sample deviation 
 

 



Distance score in time domain 

•The distance score in 
the time domain is the 
geometric mean of 
the distance score for 
(i-1,i) and (i,i+1) 
 
•Optimal clusters are 
found in the time 
domain by finding the 
lowest water level 
cluster with a 
predominate number 
of point with a high 
distance score. 



Cases studied with optimal clusters 

• optimal clusters in time domain 
and delay space 
 
• build a “feature” in the time 
domain from optimal clusters in the 
time domain 
 
• drop-out and non-stationary cases 
have two optimal clusters in delay 
space, but distinct representations 
in the time domain. 
 
• nominal, block and uniform cases 
have single clusters in delay space 
but distinct representations in the 
time domain 



Failure mode decision tree 



Resolving masking 



Types of points 

• points can be 
assigned a type that 
is a function of their 
location relative to  
the feature and 
optimal clusters 



Final Confidence 

• assign a confidence to a point 
given the failure mode and the 
point type 
 
• Heuristically, the algorithm 
matches how a human might 
score the data 
 
• In the non-stationary case the 
algorithm correctly finds the 
auto-correlated data but in 
reality this data is probably bad 
 
• auto-correlation is not always 
enough to correctly classify the 
data 



Performance 

• two simulation scenarios, 
uniform noise and drop-out 
 
• skill score as a function of 
confidence threshold and percent 
bad data 
 
• There exists a single threshold 
such that IODA performs well for 
all scenarios. 
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