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ABSTRACT
As a second-order method, the Natural Gradient Descent (NGD) has the ability to
accelerate training of neural networks. However, due to the prohibitive computa-
tional and memory costs of computing and inverting the Fisher Information Matrix
(FIM), efficient approximations are necessary to make NGD scalable to Deep Neu-
ral Networks (DNNs). Many such approximations have been attempted. The most
sophisticated of these is KFAC, which approximates the FIM as a block-diagonal
matrix, where each block corresponds to a layer of the neural network. By doing
so, KFAC ignores the interactions between different layers. In this work, we investi-
gate the interest of restoring some low-frequency interactions between the layers by
means of two-level methods. Inspired from domain decomposition, several two-level
corrections to KFAC using different coarse spaces are proposed and assessed. The
obtained results show that incorporating the layer interactions in this fashion does
not really improve the performance of KFAC. This suggests that it is safe to discard
the off-diagonal blocks of the FIM, since the block-diagonal approach is sufficiently
robust, accurate and economical in computation time.

KEYWORDS
Deep Neural Networks; Natural Gradient Descent; Kronecker Factorization;
Two-Level Preconditioning

1. Introduction

Deep learning has achieved tremendous success in many fields such as computer vision
[19, 24], speech recognition [44, 46], and natural language processing [5, 14], where
its models have produced results comparable to human performance. This was made
possible thanks not only to parallel computing resources but also to adequate opti-
mization algorithms, the development of which remains a major research area. Cur-
rently, the Stochastic Gradient Descent (SGD) method [43] and its variants [33, 40]
are the workhorse methods for training DNNs. Their wide adoption by the machine
learning community is justified by their simplicity and their relativeley good behavior
on many standard optimization problems. Nevertheless, almost all optimization prob-
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lems arising in deep learning are non-linear and highly non-convex. In addition, the
landscape of the objective function may contain huge variations in curvature along
different directions [29]. This leads to many challenges in DNNs training, which limit
the effectiveness of first-order methods like SGD.

1.1. Approximations of the FIM in NGD methods

By taking advantage of curvature information, second-order methods can overcome the
above-mentioned difficulties and speed up the training of DNNs. In such methods, the
gradient is rescaled at each iteration with the inverse of a curvature matrix C, whose
role is to capture information on the local landscape of the objective function. Several
choices of C are available: the well-known Hessian matrix, the Generalized Gauss-
Newton matrix (GGN) [45], the FIM [1] or any positive semi-definite approximation
of these matrices. The advantage of the GGN and FIM over the Hessian is that they are
always positive semi-definite, which is not always guaranteed for the Hessian. Despite
their theoretical superiority, second-order methods are unfortunately not practical for
training DNNs. This is due to the huge computational and memory requirements for
assembling and inverting the curvature matrix C. Several paradigms have therefore
been devised to approximate the curvature matrix of DNNs. For example, the Hessian-
free approach (HF) [27] eliminates the need to store C by using a Krylov subspace-
based Conjugate Gradient (CG) method to solve the linear system involving C. While
this approach is memory effective, it remains time-consuming, since one must run at
each iteration several steps of CG to converge. Another existing approach is the family
of quasi-Newton methods [8, 12, 16, 26, 47] that rely only on gradient information
to build a low-rank approximation to the Hessian. Other popular approximations to
the curvature matrix are Adagrad [11], RMSprop [49], and Adam [21] which develop
diagonal approximations to the empirical FIM. Despite their ease of implementation
and scalability to DNNs, both low-rank and diagonal approximations throw away a
lot of information and, therefore, are in general less effective than a well-tuned SGD
with momentum.

More advanced and sophisticated approximations that have sparked great enthusi-
asm are the family of Kronecker-factored curvature (KFAC) methods. Evolving from
earlier works [20, 25, 36, 38, 41], KFAC methods [18, 30, 31] exploit the network struc-
ture to obtain a block-diagonal approximation to the FIM. Each block corresponds to
a layer and is further approximated by the Kronecker product of two smaller matrices,
cheap to store and easy to invert via the formula (A⊗B)−1 = A−1 ⊗B−1. Owing to
this attractive feature, KFAC has received a lot of attention and many endeavors have
been devoted to improving it. In [3, 37], distributed versions of KFAC were demon-
strated to perform well in large-scale settings. The EKFAC method [15] refines KFAC
by rescaling the Kronecker factors with a diagonal variance computed in a Kronecker-
factored eigenbasis. The TKFAC method [13] preserves a trace-invariance relationship
between the approximate and the exact FIM. By removing KFAC’s assumption on the
independence between activations and pre-activation derivatives, more rigorous Kro-
necker factorizations can be worked out [22] based on minimization of various errors in
the Frobenius norm. Beyond the FIM, the idea of Kronecker factorization can also be
extended to the Hessian matrix of DNNs as in KBFGS [17], where the computational
complexity is alleviated by approximating the inverse of the Kronecker factors with
low-rank updates, as well as the GGN matrix of Multi-Layer Perceptrons (MLP), as
shown in [17]. KFAC has also been deployed successfully in the context of Bayesian
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deep learning [53], deep reinforcement learning [51] and Laplace approximation [42].

1.2. Enhancement of KFAC by rough layer interaction

For computation and memory purposes, KFAC as well as all related variants use only
a block-diagonal approximation of the curvature matrix, where each block corresponds
to a layer. This results in a loss of information about the correlations between different
layers. The question then naturally arises as to whether it is worth trying to recover
some of the lost information in hope of making the approximate FIM closer to the
true one, thus improving the convergence speed of the optimizer without paying an
excessive price.

To this question, Tselepidis et al. [50] provided an element of answer by considering
a “coarse” correction to the inverse of the approximate FIM. This additional term is
meant to represent the interaction between layers at a “macroscopic” scale, in contrast
with the “microscopic” scale of the interaction between neurons inside each layer. Their
approach proceeds by formal analogy with the two-level preconditioning technique in
domain decomposition [10], substituting the notion of layer for that of subdomain.
The difference with domain decomposition, however, lies in the fact that the matrix
at hand does not stem from the discretization of any PDE system, and this prevents
the construction of coarse spaces from being correctly guided by any physical sense.
Notwithstanding this concern, some ready-made recipes can be blindly borrowed from
two-level domain decomposition. In this way, Tselepidis et al. [50] reached a positive
conclusion regarding the advisability of enriching the approximate FIM with some
reduced information about interactions between layers. Nevertheless, their coarse cor-
rection is objectionable in some respects, most notably because of inconsistency in the
formula for the new matrix (see §3 for a full discussion), while for the single favorable
case on which is based their conclusion, the network architecture selected is a little
too simplistic (see §5 for details). Therefore, their claim should not be taken at face
value.

Although he did not initially intend to look at the question as formulated above,
Benzing [6] recently brought another element of answer that runs counter to the former.
By carefully comparing KFAC and the exact natural gradient (as well as FOOF,
a method of his own), he came to the astonishingly counterintuitive conclusion that
KFAC outperforms the exact natural gradient in terms of optimization performance. In
other words, there is no benefit whatsoever in trying to embed any kind of information
about the interaction between layers into the curvature matrix, since even the full
FIM seems to worsen the situation. While one may not be convinced by his heuristical
explanation (whereby KFAC is argued to be a first-order method), his numerical results
eloquently speak for themselves. Because Benzing explored a wide variety of networks,
it is more difficult to mitigate his findings.

In light of these two contradictory sets of results, we undertook this work in an
effort to clarify the matter. To this end, our objective is first to design a family of
coarse corrections to KFAC that do not suffer from the mathematical flaws of Tsele-
pidis et al.’s one. This gives rise to a theoretically sound family of approximate FIMs
that will next be compared to the original KFAC. This leads to the following outline
for the paper. In §2, we introduce notations and recall essential prerequisites on the
network model, the natural gradient descent, and the KFAC approximation. In §3,
after pointing out the shortcomings of Tselepidis et al.’s corrector, we put forward a
series of two-level KFAC methods, the novelty of which is their consistency and their
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choices of the coarse space. In §4, we present and comment on several experimental
results, which include much more test cases and analysis in order to assess the new
correctors as fairly as possible. Finally, in §5, we summarize and discuss the results
before sketching out some prospects.

2. Backgrounds on the second-order optimization framework

2.1. Predictive model and its derivatives

We consider a feedforward neural network fθ, containing ` layers and parametrized by

θ = [vec(W1)T , vec(W2)T , . . . , vec(W`)
T ]T ∈ Rp, (2.1)

where Wi is the weights matrix associated to layer i and “vec” is the operator that
vectorizes a matrix by stacking its columns together. We also consider a training data

U =
{

(x(1), y(1)), (x(2), y(2)), . . . , (x(n), y(n)) | (x(b), y(b)) ∈ Rdx×dy , 1 ≤ b ≤ n
}

and a loss function L(y, z) which measures the discrepancy between the actual target
y and the network’s prediction z = fθ(x) for a given input-target pair (x, y) ∈ U . The
goal of the training problem

argmin
θ∈Rp

h(θ) :=
1

n

n∑
b=1

L(y(b), fθ(x
(b))) (2.2)

is to find the optimal value of θ that minimizes the empirical risk h(θ). In the following,
we will designate by Dv = ∇vL the gradient of the loss function with respect to any
variable v. Depending on the type of network, its output and the gradient of the
loss are computed in different ways. Let us describe the calculations for two types of
networks.

MLP (Multi-Layer Perceptron). Given an input x ∈ Rdx , the network com-
putes its output z = fθ(x) ∈ Rdy through the following sequence, known as forward-
propagation: starting from a0 := x, we carry out the iterations

si = Wiāi−1, ai = σi(si), for i from 1 to `, (2.3)

where āi−1 ∈ Rdi−1+1 is ai−1 concatenated with 1 in order to capture the bias and σi
is the activation function at layer i. Here, Wi ∈ Rdi×(di−1+1), with di the number of
neurons in layer i. The sequence is terminated by z := a`. Note that the total number
of parameters is necessarily p =

∑`
i=1 di(di−1 + 1).

The gradient of the loss with respect to the parameters is computed via the back-
propagation algorithm: starting from Da` = ∂zL(y, z = a`), we perform

gi = Dai � σ′i(si), DWi = giā
T
i−1, Dai−1 = W T

i gi, for i from ` to 1, (2.4)

where the special symbol gi := Dsi stands for the preactivation derivative. Note that,
in the formula for Dai−1, the last row of W T

i should be removed so that the product
in the right-hand side belongs to Rdi−1 .
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CNN (Convolutional Neural Network). The calculation is governed by the same
principle as for MLP, but the practical organization slightly differs from that of MLP.
In a convolution layer, the input, which is an image with multiple channels is convolved
with a set of filters to produce an output image containing multiple channels. In order
to speed up computations, traditional convolution operations are reshaped into matrix-
matrix or matrix-vector multiplications using the unrolling approach [9], whereby the
input/output data are copied and rearranged into new matrices (see Figure 3).

Figure 1. Traditional convolution turned into matrix-matrix multiplication with the unrolling approach.

Assume that layer i which receives input Ai−1 ∈ Rci−1×Ti−1 , where Ti−1 denotes the
number of spatial locations and ci−1 the number of channels. Considering ci filters, each
of which involves ∆i coefficients, we form a weight matrix Wi of shape ci×(ci−1∆i+1),
where each row corresponds to a single filter flattened into a vector. Note that the
additional 1 in the column dimension of Wi is required for the bias parameter. Around
each position t ∈ {1, . . . , Ti−1}, we define the local column vector ai−1,t ∈ Rci−1∆i

by extracting the patch data from Ai−1 (cf. [18] for explicit formulas). The output
Ai ∈ Rci×Ti is computed by the forward-propagation: for t ∈ {1, . . . , Ti}, the t-th
column ãi,t of Ai is given by

si,t = Wiāi−1,t, ãi,t = σi(si,t), (2.5)

where āi−1,t ∈ Rci−1∆i+1 is ai−1 concatenated with 1 in order to capture the bias. In

matrix form, let [[Ai−1]] ∈ R(ci−1∆i+1)×Ti be the matrix whose t-th column is āi−1,t.
Then,

Si = Wi[[Ai−1]], Ai = σi(Si). (2.6)

The gradient of the loss with respect to the parameters of layer i is computed as
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via the back-propagation formulas

gi,t = Dãi,t � σ′i(si,t), DWi =

Ti∑
t=1

gi,tā
T
i−1,t, Dai−1,t = W T

i gi,t, (2.7)

for t ∈ Ti, where the special symbol gi,t := Dsi,t stands for the preactivation derivative.
In all cases (MLP or CNN), the gradient ∇θL = Dθ of the loss with respect to

whole parameter θ is retrieved as

Dθ = [vec(DW1)T , vec(DW2)T , . . . , vec(DW`)
T ]T . (2.8)

A general descent method to solve the training problem (2.2) is based on the iterates

θk+1 = θk − αk[C(θk)]
−1∇θh(Sk, θk), (2.9)

where αk > 0 is the learning rate,

∇θh(Sk, θk) =
1

|Sk|
∑

(x(b),y(b))∈Sk

∇θL(y(b), fθk(x(b))) (2.10)

is a batch approximation of the full gradient ∇θh(θk) = 1
n

∑n
b=1∇θL(y(b), fθk(x(b)))

on a random subset Sk ⊂ U , and C(θk) is an invertible matrix which depends on the
method being implemented.

2.2. Natural Gradient Descent

The Natural Gradient Descent (NGD) is associated with a particular choice for matrix
C(θk), which is well-defined under a mild assumption.

Hypothesis on the loss function. From now on, we take it for granted that there
exists a probability density ℘(y|z) on y ∈ Rdy such that, up to an additive constant ν,
the loss function L(y, z) takes the form

L(y, z) = − log℘(y|z) + ν. (2.11)

For instance, if the elementary loss corresponds to the least-squares function

L(y, z) =
1

2
‖y − z‖22, (2.12a)

then we can take the normal density

℘(y|z) = (2π)−dy/2 exp(−1
2‖y − z‖

2
2), (2.12b)

so that

L(y, z) = − log℘(y|z)− dy
2

log(2π). (2.12c)
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Introduce the notation p(y|x, θ) = ℘(y|fθ(x)). Then, the composite loss function

L(y, fθ(x)) = − log p(y|x, θ) (2.13)

derives from the density function p(y|x, θ) of the model’s conditional predictive distri-
bution Py|x(θ). As shown above, Py|x(θ) is multivariate normal for the standard square
loss function. It can also be proved that Py|x(θ) is multinomial for the cross-entropy
one. The learned distribution is therefore Px,y(θ) with density

p(x, y|θ) = q(x)p(y|x, θ), (2.14)

where q(x) is the density of data distribution Qx over inputs x ∈ Rdx .

Fisher Information Matrix. The NGD method [1] is defined as the generic algo-
rithm (2.9) in which C(θ) is set to the Fisher Information Matrix (FIM)

F (θ) = E(x,y)∼Px,y(θ){∇θ log p(x, y|θ)[∇θ log p(x, y|θ)]T } (2.15a)

= E(x,y)∼Px,y(θ){Dθ(Dθ)T } (2.15b)

= cov(Dθ,Dθ), (2.15c)

where E(x,y)∼Px,y(θ) denotes the expectation taken over the prescribed distribution
Px,y(θ) at a fixed θ. To alleviate notations, we shall write E instead of E(x,y)∼Px,y(θ)

from now on. Likewise, we shall write F instead of F (θ) or F (θk).
By definition (2.15), the FIM is a covariance matrix and is therefore always positive

semi-definite. However, for the iteration

θk+1 = θk − αkF−1∇θh(Sk, θk) (2.16)

to be well-defined, F has to be invertible. This is why, in practice, C(θk) will be taken
to be a regularized version of F under the form

F• = F + λIp, λ > 0. (2.17)

The actual NGD iteration is therefore

θk+1 = θk − αkF−1
• ∇θh(Sk, θk). (2.18)

In the space of probability distributions Px,y(θ) equipped with the Kullback-Leibler
(KL) divergence, the FIM represents the local quadratic approximation of this induced
metric, in the sense that for a small vector δ ∈ Rp, we have

KL[Px,y(θ) ‖Px,y(θ + δ)] =
1

2
δTFδ +O(‖δ‖3), (2.19)

where KL[P||Q] is the KL divergence between the distributions P and Q As a conse-
quence, the unregularized NGD can be thought of as the steepest descent in this space
of probability distributions [2].
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Advantages and drawbacks. By virtue of this geometric interpretation, the NGD
has the crucial advantage of being intrinsic, that is, invariant with respect to invertible
reparameterizations. Put another way, the algorithm will produce matching iterates
regardless of how the unknowns are transformed. This is useful in high-dimensional
cases where the choice of parameters is more or less arbitrary.

Strictly speaking, invariance with respect to parameters only occurs at the contin-
uous level, i.e., in the limit of αk → 0. This minor drawback does not undermine the
theoretical soundness of the method. In fact, the real drawback of the NGD (2.15)–
(2.16) lies in the cost of computing and inverting the Fisher matrix. This is why it is
capital to consider suitable approximations of the FIM such as KFAC (cf. §2.3).

Finally and anecdotically, the NGD method can also be viewed as an approximate
Newton method since the FIM and the GGN matrix are equivalent when the model
predictive distribution Py|x(θ) belongs to exponential family distributions [28].

2.3. KFAC approximation of the FIM

From equation (2.15), the FIM can be written as a block-diagonal matrix

F = E[Dθ(Dθ)T ] =

F1,1 . . . F1,`
...

...
F`,1 . . . F`,`

 ∈ Rp×p, (2.20a)

in which each block Fi,j is given by

Fi,j = E[vec(DWi)vec(DWj)
T ]. (2.20b)

One can interpret Fi,i as being second-order statistics of weight derivatives of layer i,
and Fi,j , i 6= j as representing the interactions between layer i and j.

The KFAC method [31] is grounded on the following two assumptions to provide
an efficient approximation to the FIM that is convenient for training DNNs.

(1) The first one is that there are no interactions between two different layers, i.e.,
Fi,j = 0 for i 6= j. This results in the block-diagonal approximation

F ≈ F̃ = diag(F1,1, F2,2, . . . , F`,`) (2.21)

for the FIM. At this step, computing the inverse of F̃ is equivalent to computing
the inverses of diagonal blocks Fi,i. Nevertheless, because the diagonal blocks Fi,i
can be very large (especially for DNNs with large layers), this first approximation
remains insufficient.

(2) The second one comes in support of the first one and consists in factorizing each
diagonal block Fi,i as a Kronecker product of two smaller matrices, namely,

Fi,i ≈ [FKFAC]i,i = Ai ⊗Gi. (2.22)

where the Kronecker product between A ∈ RmA×nA and B ∈ RmB×nB is the
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matrix of size mAmB × nAnB given by

A⊗B =

 A1,1B . . . A1,nA
B

...
...

AmA,1B . . . AmA,nA
B

 . (2.23)

Now, depending on the type of the layer, the computation of the Kronecker factors Ai
and Gi may require different other assumptions.

MLP layer. When layer i is an MLP, the block Fi,i is given by

Fi,i = E[vec(DWi)vec(DWj)
T ]

= E[vec(giā
T
i−1)vec(giā

T
i−1)T ]

= E[(āi−1 ⊗ gi)(āi−1 ⊗ gi)T ]

= E[āi−1ā
T
i−1 ⊗ gigTi ]. (2.24)

From the last equality, if one assumes that activations and pre-activation derivatives
are independent, that is, ai−1 ⊥⊥ gi, then Fi,i can be factorized as

Fi,i ≈ [FKFAC]i,i = E[āi−1ā
T
i−1]⊗ E[gig

T
i ] =: Ai ⊗Gi, (2.25)

with Ai = E[āi−1ā
T
i−1] and Gi = E[gig

T
i ].

Convolution layer. With such a layer, Fi,i is written as

Fi,i = E
[
vec(DWi)vec(DWj)

T
]

= E
[
vec

( Ti∑
t=1

gi,tā
T
i−1,t

)
vec

( Ti∑
t=1

gi,tā
T
i−1,t

)T]

= E
[ Ti∑
t=1

Ti∑
t′=1

(āi−1,t ⊗ gi,t)(āi−1,t′ ⊗ gi,t′)T
]

= E
[ Ti∑
t=1

Ti∑
t′=1

āi−1,tā
T
i−1,t′ ⊗ gi,tgTi,t′

]

= E
[ Ti∑
t=1

Ti∑
t′=1

Ωi(t, t
′)⊗ Γi(t, t

′)

]
, (2.26)

with Ωi(t, t
′) = āi−1,tā

T
i−1,t′ and Γi(t, t

′) = gi,tg
T
i,t′ . In order to factorize Fi,i into Kro-

necker product of two matrices, Grosse and Martens [18] resort to three hypotheses.
First, similarly to MLP layers, activations and pre-activation derivatives are assumed
to be independent. Secondly, postulating spatial homogeneity, the second-order statis-
tics of the activations and pre-activation derivatives at any two spatial locations t and
t′ depend only on the difference t−t′. Finally, the pre-activation derivatives at any two
distinct spatial locations are declared to be uncorrelated, i.e., Γi(t, t

′) = 0 for t 6= t′.
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Combining these three assumptions yields the approximation

Fi,i ≈ [FKFAC]i,i = E
[ Ti∑
t=1

Ωi(t, t)

]
⊗ 1

Ti
E
[ Ti∑
t=1

Γi(t, t)

]
=: Ai ⊗Gi, (2.27)

with Ai = E
[∑Ti

t=1 Ωi(t, t)
]

and Gi = 1
Ti
E
[∑Ti

t=1 Γi(t, t)
]
.

Remark 2.1. It should be mentioned that, in the same spirit, a KFAC-type approxi-
mation has been developed for the RNN (Recurrent Neural Network), but with much
more assumptions. In this work, we do not consider recurrent layers. The readers
interested in KFAC for RNN are referred to [30].

Going back to MLP and CNN layers, the matrices Ai and Gi are estimated using
Monte Carlo method, with a mini-batch B = {(x1, y1), . . . , (xB, yB)}, where the targets
yi’s are sampled from the model predictive distribution Py|x(θ). Combining the block-
diagonal approximation and Kronecker factorization of each block, the approximate
FIM becomes

F ≈ FKFAC = diag(A1 ⊗G1, A2 ⊗G2, . . . , A` ⊗G`). (2.28)

The descent iteration (2.9) with C(θk) = FKFAC(θk) is now well suited to training
DNNs. Indeed, thanks to the Kronecker product properties (A ⊗ B)−1 = A−1 ⊗ B−1

and (A⊗B)vec(X) = vec(BXAT ), it is plain that the product

F−1
KFAC∇θh =

vec(G−1
1 (∇W1

h)A−1
1 )

...
vec(G−1

` (∇W`
h)A−1

` )

 (2.29)

only requires to store and to invert matrices of moderately small sizes.
In practice, invertibility of FKFAC must be enforced by a regularization procedure.

The usual Tikhonov one, by which we consider FKFAC + λI, λ > 0, instead of FKFAC,
is equivalent to adding a multiple of the identity matrix of appropriate size to each
diagonal block, i.e., Ai ⊗ Gi + λIi. Unfortunately, this breaks down the Kronecker
factorization structure of the blocks. To preserve the factorized structure, the authors
of KFAC [31] advocate a heuristic damping technique in which each Kronecker factor
is regularized as

[F•KFAC]i,i = (Ai + πiλ
1/2IAi

)⊗ (Gi + π−1
i λ1/2IGi

), (2.30a)

where IAi
and IGi

denote identity matrices of same size as Ai and Gi respectively, and

πi =

√
tr(Ai)/(di−1 + 1)

tr(Gi)/di
. (2.30b)

The actual KFAC iteration is therefore

θk+1 = θk − αkF−1
•KFAC∇θh(Sk, θk), (2.31a)
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with

F•KFAC = diag([F•KFAC]1,1, [F•KFAC]2,2, . . . , [F•KFAC]`,`). (2.31b)

3. Two-level KFAC methods

Henceforth, the learning rate is assumed to be αk = 1. Let

ζk = θk − θk+1 = [C(θk)]
−1∇θh(Sk, θk) (3.1)

be the negative increment of θ at iteration k of the generic descent algorithm (2.9).
To further alleviate notations, we shall drop the subscript k and omit the dependence
on θk. For the regularized NGD (2.18), we have

ζ = F−1
• ∇θh, (3.2)

while for the regularized KFAC method, we have

ζKFAC = F−1
•KFAC∇θh, (3.3)

being understood that the matrices are regularized whenever necessary.
We want to build a new matrix F−1

•KFAC-2L, an augmented version of F−1
•KFAC, such

that the solution

ζKFAC-2L = F−1
•KFAC-2L∇θh, (3.4)

is a better approximation to ζ than ζKFAC, namely,

‖ζKFAC-2L − ζ‖F � ‖ζKFAC − ζ‖F . (3.5)

By “augmented” we mean that, at least partially and at some rough scale, F−1
KFAC-2L

takes into account the information about layer interactions that was discarded by the
block-diagonal approximation KFAC. The basic tenet underlying this initiative is the
belief that a more accurate approximation to the NGD solution ζ at each descent
iteration will help the global optimization process to converge faster.

3.1. Analogy and dissimilarity with domain decomposition

The construction philosophy of F−1
•KFAC-2L proceeds by analogy with insights from

domain decomposition. To properly explain the analogy, we first need to cast the
matrix F−1

•KFAC under a slightly different form.
For each i ∈ {1, . . . , `}, let Ri ∈ Rpi×p be the matrix of the restriction operator

from Rp, the total space of all parameters, to the subspace of parameters pertaining
to layer i, whose dimension is pi. In other words, for (ξ, η) ∈ {1, . . . , pi} × {1, . . . , p},

(Ri)ξη =

{
1 if η = p1 + . . .+ pi−1 + ξ,

0 otherwise.
(3.6)
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The transpose RTi ∈ Rp×pi then represents the prolongation operator from the sub-
space of parameters in layer i to the total space of all parameters. Obviously, the i-th
diagonal block of the regularized FIM can be expressed as

[F•]i,i = RiF•R
T
i .

If there were no approximation of each diagonal block by a Kronecker product, then
the block-diagonal approximation of F would give rise to the inverse matrix

F−1
•block-diag =

∑̀
i=1

RTi [F•]
−1
i,i Ri =

∑̀
i=1

RTi (RiF•R
T
i )−1Ri. (3.7)

In the case of KFAC, it follows from (2.28)–(2.29) that

F−1
•KFAC =

∑̀
i=1

RTi [F•KFAC]−1
i,i Ri (3.8)

=
∑̀
i=1

RTi (Ai + πiλ
1/2IAi

)−1 ⊗ (Gi + π−1
i λ1/2IGi

)−1Ri.

In the context of the domain decomposition methods to solve linear systems arising
from the discretization of PDEs, the spatial domain of the initial problem is divided
into several subdomains. The system is then projected onto the subdomains and the
local subproblems are solved independently of each other as smaller systems. In this
stage, parallelism can be fully taken advantage of by assigning a processor to each sub-
domain. This produces a local solution on each subdomain. These local solutions are
next combined to create an approximate global solution on the overall domain. Alge-
braically, the whole process is tantamount to using an inverse matrix of a form similar
to (3.7)–(3.8) either within a Schwarz-like iterative procedure or as a preconditioner
[10]. The counterparts of [F•]

−1
i,i or [F•KFAC]−1

i,i are referred to as local solvers.

Remark 3.1. The above analogy is not a perfect one. In domain decomposition, the
subdomains are allowed (and even recommended!) to overlap each other, so that an
unknown can belong to two or more subdomains. In this case, the restriction operators
Ri can be much more intricate than the one trivially defined in (3.6).

A well-known issue with domain decomposition methods of the form (3.7)–(3.8) is
the disappointingly slow rate of convergence, which results in a lack of scalability [10]:
the speed-up factor does not grow proportionally with the number of subdomains (and
therefore of processors). The reason is that, as the number of subdomains increases, it
takes more iterations for an information local to one subdomain to be propagated and
taken into account by the others. The common remedy to this problem is to append
a “coarse” correction that enables subdomains to communicate with each other in a
faster way. The information exchanged in this way is certainly not complete, but only
concerns the low frequencies.

Remark 3.2. In domain decomposition, there is a physical problem (represented by
the PDE at the continuous level) that serves as a support for the mathematical and
numerical reasoning. This is not the case here, where we have to think in a purely
algebraic way.
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3.2. Multiplicative vs. additive coarse correction

We are going to present the idea of two-level KFAC in a very elementary fashion. Let
m ≥ ` be an integer and R0 ∈ Rm×p be a given matrix. The subspace of Rp spanned
by the columns of RT0 ∈ Rp×m is called the coarse space. The choice of the coarse space
will be discussed later on. For the moment, we can assume that it is known.

The idea is to add to ζKFAC a correction term that lives in the coarse space, in such
a way that the new vector minimizes the error in the F•-norm with respect to the FIM
solution ζ = F−1

• ∇θh. More concretely, this means that for the negative increment,
we consider

ζKFAC-2L = ζKFAC +RT0 β
∗, (3.9)

where

β∗ = argmin
β∈R`

‖(ζKFAC +RT0 β)− ζ‖2F• (3.10a)

= argmin
β∈R`

‖(ζKFAC +RT0 β)− F−1
• ∇θh‖2F• . (3.10b)

The solution of the quadratic minimization problem (3.10) is given by

β∗ = (R0F•R
T
0 )−1R0(∇θh− F•ζKFAC), (3.11)

provided that the matrix

Fcoarse := R0F•R
T
0 ∈ Rm×m, (3.12)

representing the coarse operator, be invertible. This is a small size matrix, insofar as
m will be in practice taken to be equal to ` or 2`, and will in any case remain much
smaller than p. This is in agreement with domain decomposition where the size of the
coarse system is usually equal to the number of subdomains.

As for the vector

rKFAC := ∇θh− F•ζKFAC, (3.13)

it is referred to as the residual associated to the approximate solution ζKFAC. Plugging
(3.11) into (3.9) and recalling that ζKFAC = F−1

•KFAC∇θh, we end up with

ζKFAC-2L = F−1
•KFAC-2L∇θh, (3.14)

with

F−1
•KFAC-2L = F−1

•KFAC +RT0 F
−1
coarseR0(I − F•F

−1
•KFAC). (3.15)

The matrix (3.15) that we propose can be checked to be consistent: if F−1
•KFAC and

RT0 F
−1
coarseR0 are both homogeneous to F−1

• , then F−1
•KFAC-2L is homogenous to

F−1
• + F−1

• − F−1
• F•F

−1
• = F−1

•
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too. In the language of domain decomposition, the coarse corrector of (3.15) is said to
act multiplicatively, to the extent that

I − F−1
•KFAC-2LF• = [I − (RT0 F

−1
coarseR0)F•][I − F−1

•KFACF• ]. (3.16)

as can be straightforwarldy verified. If G is an approximation of F−1
• , the matrix

I−GF• measures the quality of this approximation. Equality (3.16) shows that the ap-
proximation quality of F−1

•KFAC-2L is the product of those of RT0 F
−1
coarseR0 and F−1

•KFAC.

A common practice in domain decomposition is to drop the factor I − F•F
−1
•KFAC

(which is equivalent to replacing the residual rKFAC = ∇θh− F•θKFAC by ∇θh). This
amounts to approximating F−1

•KFAC-2L as

F−1
•KFAC-2L ≈ F

−1
•KFAC +RT0 F

−1
coarseR0. (3.17)

The coarse corrector of (3.17) is said to act additively in domain decomposition.
Clearly, the resulting matrix is inconsistent with F−1

• : in fact, it is consistent with
2F−1
• ! No matter how crude it is, this coarse corrector is actually valid as long as

F−1
•KFAC-2L is used only as a preconditioner in the resolution of the system F•ζ = ∇θh,

which means that we solve instead F−1
•KFAC-2LF•ζ = F−1

•KFAC-2L∇θh to benefit from a
more favorable conditioning but the solution we seek remains the same.

Here, in our problem, F−1
• is directly approximated by F−1

•KFAC-2L and therefore the
inconsistent additive coarse corrector (3.17) is not acceptable. Note that Tselepidis et
al. [50] adopted this additive coarse correction, in which Fcoarse is approximated as

Fcoarse ≈ R0F̄•R
T
0 , (3.18a)

where F̄• is the block-diagonal matrix whose blocks [F̄•]i,j are given by

[F̄•]i,j =

{
E[āi−1ā

T
j−1]⊗ E[gig

T
j ] if i 6= j,

E[Ai + πiλ
1/2IAi

]⊗ E[Gi + π−1
i λ1/2IGi

] if i = j.
(3.18b)

In this work, we focus to the consistent multiplicative coarse corrector (3.15) and also
consider the exact value (3.12) for Fcoarse.

3.3. Choice of the coarse space RT
0

By the construction (3.9)–(3.10), we are guaranteed that

‖ζKFAC-2L − ζ‖2F ≤ ‖ζKFAC − ζ‖2F (3.19)

for any coarse space RT0 , since the right-hand side corresponds to β = 0. The choice of
RT0 is a compromise between having a small dimension m � p and lowering the new
error∥∥ζKFAC-2L − ζ

∥∥2

F
=
∥∥− [I −RT0 (R0F•R

T
0 )−1R0F•][I − F−1

•KFACF• ]ζ
∥∥2

F
(3.20)

as much as possible. But it seems out of reach to carry out the minimization of the
latter with respect to the entries of RT0 .
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In the context of the preconditioner, the idea behind a two-level method is to remove
first the influence of very large eigenvalues which correspond to high-frequency modes,
then remove the smallest eigenvalues thanks to the second level, which affect greatly
the convergence. To do so, we need a suitable coarse space to efficiently deal with
this second level [32]. Ideally, we would like to choose the deflation subspace which
consists of the eigenvectors associated with the small eigenvalues of the preconditioned
operator. However, this computation is more costly than solving a linear system itself.

This leads us to choose the coarse space in an a priori way. We consider the a priori
form

RT0 =


V1 0 . . . . . . 0
0 V2 . . . . . . 0
...

...
. . .

...
0 0 . . . . . . V`

 ∈ Rp×m, (3.21)

where each block Vi ∈ Rpi×mi has mi columns with mi � pi, and

m1 +m2 + . . .+m` = m. (3.22)

To provide a comparative study, we propose to evaluate several coarse space choices
of the form (3.21) that are discussed below.

Nicolaides coarse space. Historically, this is the first [35] coarse space ever proposed
in domain decomposition. Transposed to our case, it corresponds to

m1 = . . . = m` = 1, m = `, (3.23)

and for all i ∈ {1, . . . , `},

Vi =
[
1, . . . , 1

]T ∈ Rpi . (3.24)

Originally, the motivation for selecting the vector whose all components are equal to 1
is that it is the discrete version of a continuous constant field, which is the eigenvector
associated with the eigenvalue 0 of the operator −∇·(κ∇) (boundary conditions being
set aside). Inserting it into the coarse space helps the solver take care of the lowest
frequency mode. In our problem, however, there is no reason for 0 to be an eigenvalue
of F , nor for 1 to be an eigenvector if this is the case. Hence, there is no justification for
the Nicolaides coarse space. Still, this choice remains convenient and practical. This
is probably the reason why Tselepidis et al. [50] have opted for it.

Spectral coarse space. This is a slightly refined version of the Nicolaides coarse
space. The idea is always to capture the lowest mode [32], but since the lowest eigen-
value and eigenvector are not known in advance, we have to compute them. More
specifically, we keep the values (3.23) for the column sizes within RT0 , while prescrib-
ing

Vi = eigenvector associated to the smallest eigenvalue of [F•KFAC]i,i (3.25)
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for all i ∈ {1, . . . , `}. In our case, an advantageous feature of this definition is that the
cost of computing the eigenvectors is “amortized” by that of the inverses of [FKFAC]i,i,
in the sense that these two calculations can be carried out simultaneously. Indeed, let

Ai + πiλ
1/2IAi

= UAi
ΣAi

V T
Ai
, Gi + π−1

i λ1/2IGi
= UGi

ΣGi
V T
Gi

(3.26)

be the singular value decompositions of Ai+πiλ
1/2IAi

and Gi+π
−1
i λ1/2IGi

respectively.
Then,

[F•KFAC]−1
i,i = (Ai + πiλ

1/2IAi
)−1 ⊗ (Gi + π−1

i λ1/2IGi
)−1

= (UAi
ΣAi

V T
Ai

)−1 ⊗ (UGi
ΣGi

V T
Gi

)−1

= (UAi
Σ−1
Ai
V T
Ai

)⊗ (UGi
Σ−1
Gi
V T
Gi

). (3.27)

Since ΣAi
and ΣGi

are diagonal matrices, their inverses are easy to compute. Now, if
VAi

and VGi
are the eigenvectors associated to the smallest eigenvalues of Ai and Gi

respectively, then the eigenvector associated to the smallest eigenvalue of [F•KFAC]i,i
is given by

Vi = VAi
⊗ VGi

. (3.28)

Krylov coarse space. If we do not wish to compute the eigenvector associated to
the smallest eigenvalue of [F•KFAC]i,i, then a variant of the spectral coarse space could
be the following. We know that this eigenvector can be obtained by the inverse power
method. The idea is then to perform a few iterations of this method, even barely one
or two, and to include the iterates into the the coarse subspace. If mi − 1 ≥ 1 is the
number of inverse power iterations performed for [F•KFAC]i,i, then we take

Vi = [vi, [F•KFAC]−1
i,i vi, . . . , [F•KFAC]

−(mi−1)
i,i vi] ∈ Rpi×mi (3.29)

where vi ∈ Rpi is an arbitrary vector, assumed to not be an eigenvector of [F•KFAC]i,i
to ensure that the columns of Vi are not collinear. By appropriately selecting vi, we
are in a position to use this approach to enrich the Nicolaides coarse space and the
residuals coarse space (cf. next construction).

The increase in the number of columns for Vi is not the price to be paid to avoid

the eigenvector calculation: we could have put only the last iterate [F•KFAC]
−(mi−1)
i,i vi

into Vi. But since we have computed the previous ones, it seems more cost-effective
to use them all to enlarge the coarse space. The larger the latter is, the lower is the
minimum value of the objective function. In this work, we consider the simplest case

m1 = . . . = m` = 2, m = 2`. (3.30)

Residuals coarse space. We now introduce a very different philosophy of coarse
space, which to our knowledge has never been envisioned before. From the construction
(3.9)–(3.10), it is obvious that if the error ζ − ζKFAC belongs to the coarse space RT0 ,
that is, if it can be written as a linear combination RT0 β

] of the coarse matrix columns,
then the vector ζKFAC + RT0 β

] coincides with the exact solution ζ and the correction
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would be ideally optimal. Although this error ζ − ζKFAC is unknown, it is connected
to the residual (3.13) by

ζ − ζKFAC = F−1
• rKFAC. (3.31)

The residual rKFAC is not too expensive to compute. as it consists of a direct matrix-
product FζKFAC. Unfortunately, solving a linear system involving F as required by
(3.31) is what we want to avoid.

But we can just approximate this error by inverting with F−1
•KFAC instead of F−1

• .

Therefore, we propose to build a coarse space that contains F−1
•KFACrKFAC instead of

F−1
• rKFAC. To this end, we split F−1

•KFACrKFAC into ` segments, each corresponding to
a layer. This amounts to choosing the values (3.23) for the column sizes and set the
columns of RT0 as

Vi = [F•KFAC]−1
i,i rKFAC[i] ∈ Rpi , rKFAC[i] = vec(DWi)− (F•ζKFAC)[i] (3.32)

for i ∈ {1, . . . , `}, where for a vector ξ ∈ Rp the notation ξ[i] = ξ(pi−1 + 1 : pi)
designates the portion related to layer i. Formulas (3.32) ensure that F−1

•KFACrKFAC

belongs to the coarse space. Indeed, taking β = [1, . . . , 1]T ∈ R`, we find RT0 β =
F−1
•KFACrKFAC.

Taylor coarse space. The previous coarse space is the zeroth-order representative
of a family of more sophisticated constructions based on a formal Taylor expansion of
F−1
• , which we now present but which will not be implemented. Setting

E = I − F−1
•KFACF• (3.33)

and observing that F• = F•KFAC(I − E), we have

F−1
• = (I − E)−1F−1

•KFAC = (I + E + . . .+ Eq−1 + . . .)F−1
•KFAC. (3.34)

The formal series expansion in the last equality rests upon the intuition that E mea-
sures the approximation quality of F−1

• by F−1
•KFAC and therefore can be assumed to

be small. Multiplying both sides by the residual rKFAC and stopping the expansion at
order q − 1 ≥ 0, we obtain the approximation

(I + E + . . .+ Eq−1)F−1
•KFACrKFAC (3.35)

for the error F−1
• rKFAC = ζ − ζFAC, which is also the ideal correction term. As earlier,

we impose that this approximate correction vector (3.35) must be contained in the
coarse space RT0 . This suggests to extract the components in layer i of the vectors{

F−1
•KFACrKFAC, EF

−1
•KFACrKFAC, . . . , E

q−1F−1
•KFACrKFAC

}
and assign them to the columns of Vi. In view of (3.33), the space spanned by the
above vectors is the same as the one spanned by{

F−1
•KFACrKFAC, (F−1

•KFACF• )F
−1
•KFACrKFAC, . . . , (F−1

•KFACF• )
q−1F−1

•KFACrKFAC

}
.
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Consequently, we can take

m1 = . . . = m` = q, m = q`, (3.36)

and

Vi = [w1[i], w2[i], . . . , wq[i]] ∈ Rpi×mi (3.37)

where

w1 = F−1
•KFACrKFAC ∈ Rp, wj+1 = F−1

•KFACF•wj ∈ Rp, (3.38)

for 1 ≤ j ≤ q−1. The case q = 1 degenerates to the residuals coarse space. From (3.38),
we see that upgrading to the next order is done by multiplying by F•, an operation
that mixes the layers.

For the practical implementation of these coarse spaces, we need efficient compu-
tational methods for two essential building blocks, namely, the matrix-vector product
F•u and the coarse operator Fcoarse. These will be described in appendix §A.

3.4. Pseudo-code for two-level KFAC methods

Algorithm 1 summarizes the steps for setting up a two-level KFAC method.

Algorithm 1: High-level pseudo-code for a two-level KFAC method

Input: θ0 (Initial point), kmax (maximum number of iterations), and α
(learning rate)

Output: θkmax

for k = 0, 1, . . . , kmax − 1 do
• Compute an estimate ∇θh(Sk, θk) of the gradient on a mini-batch Sk
randomly sampled from the training data;

• Compute θKFAC = F−1
•KFAC∇θh(Sk, θk);

• Choose a coarse space RT0 and compute the associated coarse correction
R0β

∗ = RT0 (Fcoarse)
−1R0rKFAC;

• Compute θKFAC-2L = θKFAC +R0β
∗;

• Update θk+1 = θk − αθKFAC-2L;

end

4. Numerical results

In this section, we compare the new two-level KFAC methods designed in §3 with the
standard KFAC [18, 31] from the standpoint of convergence speed. For a thorough
analysis, we also include the two-level KFAC version of Tselepidis et al. [50] and
baseline optimizers (ADAM and SGD).

We run a series of experiments to investigate the optimization performance of deep
auto-encoders, CNNs, and deep linear networks. Since our primary focus is on conver-
gence speed rather than generalization, we shall only be concerned with the ability of
optimizers to minimize the objective function. In particular, we report only training
losses for each optimizer. To equally treat all methods, we adopt the following rules.
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We perform a Grid Search and select hyper-parameters that give the best reduction to
the training loss. Learning rates for all methods and damping parameters for KFAC
and two-level KFAC methods are searched in the range

{10−4, 10−3, 10−2, 10−1, 100, 101, 102, 103, 104}.

For each optimizer, we apply the Early Stopping technique with patience of 10 epochs
i.e. we stop training the network when there is no decrease in the training loss during
10 consecutive epochs). We also include weight decay with a coefficient of 10−3 for all
optimizers.

All experiments presented in this work are performed with PyTorch framework [39]
on a supercomputer with Nvidia Ampere A100 GPU and AMD Milan@2.45GHz CPU.
For ease of reading, the following table explains all abbreviations of two-level KFAC
methods that we will use in the figure legends.

Table 1. Name abbreviations of two-level KFAC optimizers.

Optimizer Name abbreviation

Two-level KFAC with Nicolaides coarse space NICO
Two-level KFAC with spectral coarse space SPECTRAL
Two-level KFAC with residuals coarse space RESIDU
Two-level KFAC with Krylov Nicolaides coarse space KRY-NICO
Two-level KFAC with Krylov residuals coarse space KRY-RESIDU
Two-level KFAC of Tselepidis et al. [50] PREVIOUS

4.1. Deep auto-encoder problems

The first set of experimental tests performed is the optimization of three different deep
auto-encoders, each trained with a different dataset (CURVES, MNIST, and FACES).
Note that due to the difficulty of optimizing the underlying networks, these three auto-
encoder problems are commonly used as benchmarks for evaluating new optimization
methods in the deep learning community [7, 22, 27, 31, 48]. For each problem, we train
the network with three different batch sizes.

Figure 2 shows the obtained results. The first observation is that, as expected,
natural gradient-based methods (KFAC and two-level KFAC methods) outperform
baseline optimizers (ADAM and SGD). The second and most important observation
is that, for each of the three problems, regardless of the batch size, the training curve
of KFAC and those of all two-level KFAC methods (the one of Tselepidis et al. [50] and
those proposed in this work) are overlaid, which means that taking into account the
extra-diagonal terms of the Fisher matrix through two-level decomposition methods
does not improve the convergence speed of KFAC method. This second observation
is quite puzzling, since theoretically two-level methods are supposed to offer a better
approximation to the exact natural gradient than KFAC does and therefore should at
least slightly outperform KFAC in terms of optimization performance. Note that we
repeated these experiments on three different random seeds and obtained very similar
results.

These surprising results are in line with the findings of Benzing [6], according to
which KFAC outperforms the exact natural gradient in terms of optimization per-
formance. This suggests that extra-diagonal blocks of the FIM do not contribute to
improving the optimization performance, and sometimes even affect it negatively.
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(a) CURVES

(b) MNIST

(c) FACES

Figure 2. Comparison of KFAC against two-level KFAC methods on the three deep auto-encoder problems

(CURVES top row, MNIST middle row and FACES bottom row). Three different batch sizes are considered

for each problem (each column corresponds to a different batch size).

4.2. Convolution neural networks

The second set of experiments concerns the optimization of three different CNNs
namely Resnet 18 [19], Cuda-convnet and Resnet 34 [19]. We consider in particular
Cuda-convnet which is the architecture used to evaluate the original KFAC method
in [18]. It must be mentioned that it contains 3 convolution layers and one MLP layer.
We train Cuda-convnet on CIFAR10 dataset [23] with a batch size equal to 256, and
Resnet 18 on CIFAR100 [23] with a batch size equal to 128. Finally, we train Resnet
34 on the SVHN dataset [34] with a batch size equal to 512.

For these CNNs (see Figure 3), we arrive at quite similar observations and conclu-
sions to those we mention for deep auto-encoder problems. In particular, like in [50],
when considering CNNs, we do not observe any significant gain in the convergence
speed of KFAC when we enrich it with cross-layer information through two-level de-
composition methods. Once again, these results corroborate the claims of Benzing [6]
and suggest that we do not need to take into account the extra diagonal blocks of the
FIM.
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Figure 3. Optimization performance evaluation of KFAC and two-level KFAC methods on three different

CNNs.

4.3. Deep linear networks

The last experiments concern relatively simple optimization problems: linear networks
optimization. We consider two deep linear networks. These tests are motivated by the
results obtained by Tselepidis et al. [50] for their two-level method. Indeed, for an
extremely simple linear network with 64 layers (each layer contains 10 neurons and
a batch normalization layer) trained with randomly generated ten-size input vectors,
they outperform KFAC in terms of optimization performance. Here, we first consider
the same architecture but train the network on the Fashion MNIST dataset [52](since
we could not use the same dataset). Then, we consider another linear network that
contains 14 layers with batch normalization, with this time much larger layers. More
precisely we consider the following architecture: 784− 1000− 900− 800− 700− 600−
500−400−300−200−100−50−20−10. We train this second network on the MNIST
dataset. Both networks are trained with a batch size of 512.

Figure 4 shows the training curves obtained in both cases. Here we observe like
in [50] an improvement in the optimization performance of two-level optimizers over
KFAC. However, this gain remains too small and only concerns simple linear networks
that are not used for practical applications. We therefore do not encourage enriching
KFAC with two-level methods that require additional computational costs.

(a) Deep linear network of 64 layers, each layer
containing 10 neurons, trained on Fashion MNIST.

(b) Deep linear network of 14 larger layers, trained
on MNIST.

Figure 4. Optimization performance evaluation of KFAC and Tow-level KFAC optimizers on two different

deep linear networks.
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4.4. Verification of error reduction for linear systems

In the above experiments, two-level methods do not seem to outperform KFAC in
terms of optimization performance. We thus wish to check that at each descent iter-
ation, the negative increment ζKFAC-2L obtained with the coarse correction is indeed
closer to that of the regularized natural gradient one ζ than the negative increment
ζKFAC corresponding to the original KFAC. In other words, we want to make sure that
inequality (3.19) holds numerically.

For β ∈ Rm, let

E(β) = ‖ζKFAC +RT0 β − ζ‖2F• (4.1)

be the function to be minimized at fixed RT0 in the construction (3.9)–(3.10), where it
is recalled that

ζ = F−1
• ∇θh, ζKFAC = F−1

•KFAC∇θh.

Note that

E(0) = ‖ζKFAC − ζ‖2F• (4.2)

is the squared F•-distance between the KFAC increment and that natural gradient
one, regardless of RT0 . Meanwhile, if β∗ is taken to be the optimal value (3.11), then

E(β∗) = ‖ζKFAC-2L − ζ‖2F• . (4.3)

To see whether (3.19) is satisfied, the idea is to compute the difference E(β∗) − E(0)
and check that it is negative. The goal of the game, however, is to avoid using the
unknown natural gradient solution ζ. Owing to the identity ‖a‖2−‖b‖2 = (a−b, a+b)
for the F•-dot product, this difference can be transformed into

E(β∗)− E(0) = ‖ζKFAC-2L − ζ‖2F• − ‖ζKFAC − ζ‖2F•
= (ζKFAC-2L − ζKFAC, ζKFAC-2L + ζKFAC − 2ζ)F•

= ‖ζKFAC-2L − ζKFAC‖2F• + 2(ζKFAC-2L − ζKFAC, ζKFAC − ζ)F•

= ‖RT0 β∗‖2F• + 2(RT0 β
∗, ζKFAC − ζ)F•

=
〈
F•R

T
0 β
∗, RT0 β

∗〉+ 2
〈
RT0 β

∗, F•(ζKFAC − ζ)
〉
, (4.4)

where 〈·, ·〉 denotes the Euclidean dot product. But

F•(ζKFAC − ζ) = F•ζKFAC −∇θh = −rKFAC (4.5)

is the opposite of the residual (3.13), which can be computed without knowing ζ.
Finally, the desired difference can also be computed as

E(β∗)− E(0) =
〈
R0F•R

T
0 β
∗, β∗

〉
− 2
〈
RT0 β

∗, rKFAC

〉
. (4.6)
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For the two-level method of Tselepidis-Kohler-Orvieto [50], the correction reads

ζTKO = ζKFAC +RT0 β
∗
TKO (4.7a)

with

β∗TKO = (R0F•R
T
0 )−1R0∇θh (4.7b)

instead of β∗, the KFAC-2L value (3.11). The difference E(β∗TKO)−E(0) is then given
by a formula similar to (4.6) in which β∗ is simply replaced by β∗TKO.

We compute the error E(β∗)− E(0) associated to various two-level methods in the
experiments conducted above. More specifically, we do it for the three deep auto-
encoder problems and also for a CNN (cuda-convnet). The results obtained are shown
in Figure 5. The observation is that all two-level methods proposed in this work as
well as the TKO two-level method [50] have the gap have negative gaps E(β∗) −
E(0) throughout the optimization process. This implies that two-level methods solve
the linear system (3.2) more accurately than KFAC does. It also means that the
approximate natural gradients obtained with Two-level methods are closer to the
exact natural gradient than the one obtained with KFAC is.

(a) CURVES, batch size = 256 (b) MNIST, batch size = 512

(c) FACES, batch size=1024 (d) Cuda-convnet, batch size=256

Figure 5. Evolution of E(β∗)−E(0) during training for each of the two-level methods considered. All methods
proposed in this work as well as the TKO two-level method [50] have the gap E(β∗)−E(0) negative throughout

the training process.
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5. Conclusion and discussion

In this study, we sought to improve KFAC by incorporating extra-diagonal blocks using
two-level decomposition methods. To this end, we proposed several two-level KFAC
methods, with a careful design of coarse corrections. Through several experiments, we
came to the conclusion that two-level KFAC methods do not generally outperform the
original KFAC method in terms of optimization performance of the objective function.
This implies that taking into account the interactions between the layers is not useful
for the optimization process.

We also numerically verfied that, at the level of the linear system of each iteration,
the increment provided by any two-level method is much closer to the exact natural
gradient solution than that obtained with KFAC, in a norm naturally associated with
the FIM. This reveals that closeness to the exact natural gradient does not necessarily
results in a more efficient algorithm. This observation is consistent with Benzing’s
previous claim [6] that KFAC outperforms the exact natural gradient in terms of
optimization performance.

The fact that incorporating extra-diagonal blocks does not improve or often even
hurts the optimization performance of the initial diagonal approximation could be
explained by a negative interaction between different layers of the neural network. This
suggests ignoring extra-diagonal blocks of the FIM and keeping the block-diagonal
approximation, and if one seeks to improve the block-diagonal approximation, one
should focus on diagonal blocks as attempted in many recent works [7, 13, 15, 22].

It is worth pointing out that the conclusion of Tpselepedis et al. [50] on the perfor-
mance of their proposed two-level method seems a little hasty. Indeed, the authors only
ran two different experiments: the optimization of a CNN and a simple linear network.
For the CNN network, they did not observe any improvement. For the linear network
they obtain some improvement in the optimization performance. Their conclusion is
therefore based on this single observation.

Finally, we recall that as is the case for almost every previous work related to natural
gradient and KFAC methods [6, 7, 18, 31], the one undertaken in this paper is limited
to the optimization performance of the objective function. It will thus be interesting to
investigate the generalization capacity of these methods (including KFAC). Since the
study of generalization requires a different experimental framework [6, 54, 55], we leave
it as a prospect. Our findings and those of Benzing [6] imply that it can be interesting
to explore the use of even simpler approximations of the FIM. More precisely, after
approximating the FIM by a block diagonal matrix as in KFAC, one can further
approximate each full diagonal block by an inner sub-blocks diagonal matrix (see for
instance [4]). This approach will save computational time and probably maintain the
same level of optimization performance.
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Appendix A. Efficient computation of F•u and Fcoarse

A.1. Notations

We consider the same network architectures (MLP and CNN) and notations introduced
in §2. For two matrices A et B of same sizes, A�B denotes the Hadamard (element-
wise) product of A and B. We will also write 〈u, v〉 for the inner (dot) product between
vectors u and v. We recall that “vec” is the operator that turns a matrix into a vector
by stacking its columns together and “MAT,” the converse of “vec,” turns a vector
into a matrix.

For a big vector u ∈ Rp, where p is the number of parameters contained in θ, the
notation u[i] ∈ Rpi stands for the part of u corresponding to layer i, whose number of
parameters is pi. For example, if u = θ = [vec(W1)T , vec(W2)T , . . . , vec(W`)

T ]T , then
u[i] = vec(Wi) for all i ∈ {1, . . . , `}.

A.2. Computation of F•u

In view of the regularization (2.17), it is plain that

F•u = Fu+ λu. (A1)

Since the regularization term does not cause any trouble, we only have to deal with Fu.
It is notoriously knwon that the matrix-vector product involving the Fisher matrix can
be carried out without explicitly forming F thanks to an algorithm by Schraudolph
[45]. However, this approach requires to perform additional forward/backward passes.
Here, we present an efficient way to evaluate Fu by re-using the quantities computed
during the traditional backward/forward pass.

Suppose that we have a mini-batch B = {(x1, y1), . . . , (xB, yB)} where targets yi’s
are sampled from the model predictive distribution Py|x(θ). Then, F is computed using
a Monte Carlo estimation, i.e.,

F = [Dθ(Dθ)T ] ≈ 1

B

B∑
b=1

(Dθ)(b)((Dθ)(b))T =
1

B
JJT , (A2)
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where J ∈ Rp×B is the matrix whose b-th column is (Dθ)(b). Thus,

Fu =
1

B
JJTu. (A3)

The computation of Fu can therefore be divided into two steps: (1) matrix-vector
product v = JTu; (2) matrix-vector product 1

BJv.

Step 1: multiplying by JT . Since JT ∈ RB×p and u ∈ Rp, we have v = JTu ∈ RB.
For all b ∈ {1, . . . , B}, the b-th entry vb of v is none other than the dot product between
the b-th column (Dθ)(b) of J and u. This dot product can be split into layer-wise dot
products and then summed up together. Formally, we have

vb =
〈
(Dθ)(b), u

〉
=
∑̀
i=1

〈
vec((DWi)

(b)), u[i]
〉
. (A4)

We now distinguish two cases according to the type of layer i.

(1) If layer i is an MLP, we have DWi = giā
T
i−1 and then

〈
vec((DWi)

(b)), u[i]

〉
=
〈
vec(g

(b)
i (ā

(b)
i−1)T ), u[i]

〉
=
〈
ā

(b)
i−1 ⊗ g

(b)
i , u[i]

〉
=
(
(ā

(b)
i−1)T ⊗ (g

(b)
i )T

)
u[i]

= (g
(b)
i )TMAT(u[i])ā

(b)
i−1. (A5)

(2) If layer i is a CNN layer, we have DWi =
∑Ti

t=1 gi,tā
T
i−1,t and therefore

〈
vec((DWi)

(b)), u[i]

〉
=

〈
vec

( Ti∑
t=1

g
(b)
i,t (ā

(b)
i−1,t)

T

)
, u[i]

〉

=

〈 Ti∑
t=1

vec(g
(b)
i,t (ā

(b)
i−1,t)

T ), u[i]

〉

=

Ti∑
t=1

(g
(b)
i,t )TMAT(u[i])ā

(b)
i−1,t. (A6)

Step 2: multiplying by J . Here, we detail how to compute Jv, but one should not
forget to multiply the result by the scaling factor 1/B. Let v ∈ RB. Jv is a weighted
sum of the columns of J with the weight coefficients corresponding to the entries of v.
In other words,

Jv =

B∑
b=1

vb(Dθ)(b). (A7)
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For all i ∈ {1, . . . , `}, the part of Jv corresponding to layer i is a linear combination
of those of columns of J corresponding to layer i, that is,

(Jv)[i] =

B∑
b=1

vb vec((DWi)
(b)). (A8)

As in step 1, we have to distinguish two cases according the type of layer i.

(1) If layer i is an MLP, we have

(Jv)[i] =

B∑
b=1

vb vec(g
(b)
i (ā

(b)
i−1)T ) = vec

( B∑
b=1

vbg
(b)
i (ā

(b)
i−1)T

)
, (A9)

and then

MAT
(
(Jv)[i]

)
=

B∑
b=1

vbg
(b)
i (ā

(b)
i−1)T =

[
(1vT )� Ĝi

]
ÂTi−1, (A10)

where 1 ∈ Rdi is a vector of all one’s, Âi−1 = (ā
(1)
i−1, . . . , ā

(B)
i−1) ∈ Rdi−1×B is the

matrix of activations, and Ĝi = (g
(1)
i , . . . , g

(B)
i ) ∈ Rdi×B is the matrix containing

pre-activations derivatives. Note that the last equality in (A10) is due to the fact
that for two matrices A = [A1, . . . , Am] and B = [B1, . . . , Bm], we have

ABT =
∑
k

AkB
T
k . (A11)

(2) If layer i is a CNN, we have

(Jv)[i] =

B∑
b=1

vb vec
( Ti∑
t=1

g
(b)
i,t (ā

(b)
i−1,t)

T
)

=

B∑
b=1

vec
( Ti∑
t=1

vbg
(b)
i,t (ā

(b)
i−1,t)

T
)
, (A12)

and then

MAT
(
(Jv)[i]

)
=

B∑
b=1

vb

Ti∑
t=1

g
(b)
i,t (ā

(b)
i−1,t)

T

=
[
(1V T )� Ĝi

]
[[Âi−1]]T , (A13)

where here 1 is a vector of all one’s of size ci (the number of output channels),
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whereas

V = (v1, . . . v1|, . . . , |vB, . . . vB)T (A14a)

[[Âi−1]] =
(
ā

(1)
i−1,1, . . . , ā

(1)
i−1,Ti

|ā(2)
i−1,1, . . . , ā

(2)
i−1,Ti

| . . . , |ā(B)
i−1,1, . . . , ā

(B)
i−1,Ti

)
, (A14b)

Ĝi =
(
g

(1)
i,1 , . . . , g

(1)
i,Ti
|g(2)
i,1 , . . . , g

(2)
i,Ti
| . . . , |g(B)

i,1 , . . . , g
(B)
i,Ti

)
, (A14c)

are respectively in RTiB (a duplicated version of v), R(ci−1∆i+1)×TiB and Rci×TiB.

A.3. Computation of Fcoarse

From definition (3.12) of the coarse operator and the a priori form (3.21) of the coarse
space, it follows that

[Fcoarse]i,j = V T
i [F•]i,jVj (A15)

for all (i, j) ∈ {1, . . . , `} × {1, . . . , `}. In view of the regularization (2.17), the entry
(A15) becomes

[Fcoarse]i,j =

{
V T
i Fi,jVj if i 6= j,

V T
i Fi,iVi + λV T

i Vi if i = j.
(A16)

Since the regularization term λV T
i Vi does not cause any trouble, we only have to deal

with the elementary products vTFi,jw, where v ∈ Rpi (a column of Vi) and w ∈ Rpj (a
column of Vj). We reall that Fi,j ∈ Rpi×pj is computed using a Monte Carlo estimation
on a mini-batch, i.e.,

Fi,j ≈
1

B

B∑
b=1

vec(DWi)
(b)(vec(DWj)

(b))T =
1

B
JiJ

T
j , (A17)

with

Ji =
(
vec(DWi)

(1), vec(DWi)
(2), . . . , vec(DWi)

(B)
)
∈ Rpi×B, (A18a)

Jj =
(
vec(DWj)

(1), vec(DWj)
(2), . . . , vec(DWj)

(B)
)
∈ Rpj×B. (A18b)

Then, vTFi,jw is given by

vTFi,jw =
1

B
vTJiJ

T
j w. (A19)

The computation of vTFi,jw can therefore be performed in three steps: (1) matrix-
vector product µ = JTj w; (2) matrix-vector product γ = Jiµ; (3) dot product 1

B 〈v, γ〉.
The computation of µ = JTj v is done in the same way as JTu in the previous subsec-
tion §A.2. The only difference is that here we do not sum over layers. Likewise, the
computation of γ = Jiµ is done exactly in the same way as (Jv)[i] in §A.2. Finally,
step 3 is the classical dot product and is straightforward.
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